IMPACT: International Journal of Research in .
Business Management (IMPACT: IJRBM) ‘ E”*E”ﬂ [:? ;“‘ c [
ISSN(E): 2321-886X; ISSN(P): 2347-4572 4 = s
Vol. 2, Issue 4, Apr 2014, 63-66

© Impact Journals

FORECASTING FINANCIAL TIME SERIES BASED ON ARTIFICI AL NEURAL
NETWORKS

FELICIA RAMONA BIR AU

Research Scholar, Regional Public Finances Gebérdtorate of Craiova, Romania

ABSTRACT

The main objective of this research paper is tdligdt the global implications arising in financialodeling
modern paradigms. Reliable conceptual argumentssadficant empirical evidence suggest the apibf artificial
neural networks to predict future behavioral patgeMoreover, forecasting noisy financial time sgfbased on artificial
neural networks lead to more satisfactory resuwtsgared to classical statistical methods. In repast, the seemingly
symbiotic relationship between financial theory gdctice emphasizes more effective econometrits thmw achieving
high accuracy results. The analysis of predictieusacy of artificial neural networks in the fiedfl financial time series
constitutes a real challenge in the context of gliaation. This particular form of artificial infedence represent one of the

most important issue for further investigationems of computational finance.
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INTRODUCTION

The main motivation of this study is to highlighetforecasting process of financial time serieetam artificial
neural networks. A conceptual framework is necessarorder to capture fundamental characteristibschnically,
artificial neural networks have been applied taficial time series forecasting in order to sigaifity improve prediction
performance. Furthermore, currently dynamic finahdecision have significant implications in termfs investment
strategies, portfolio analysis and capital managenpeocesses. Artificial neural networks represen¢ of the most

prominent and increasingly popular technique usadadern quantitative finance.

Artificial neural networks are powerful tools deségl in order to provide high accuracy solutionseal-world
modeling problems. In this respect, the generah aeapplicability of artificial neural networks mxtremely broad.
This includes among others, areas such as : comgeignce, medical diagnosis, robotics and heaglystry, quantitative
finance, astronomy, physical science, quantum nreéckaAtrtificial neural networks, for instance, leabeen used for a
wide range of purposes such as : data processitgring, clustering, adaptive control, data mininglgorithm

optimisation, systems engineering, data classifinapattern and sequence recognition.

Artificial neural networks are being used incregiinin the field of computational finance. Moreoyean
important factor is their ability to provide an emsion of generalized linear models which are widsled in conventional
statistical analysis. Nevertheless, artificial ra¢uretworks are being used extensively for findniiiae series modeling
and forecasting. Numerous recent empirical stutlisge demonstrated very high accuracy of the predictesults.

Modeling and forecasting financial markets usingraénetworks plays a essential role in the preseahomic context.
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ARTIFICIAL NEURAL NETWORKS GENERIC FRAMEWORK

Biological neurons and artificial neural networkavh various common features. Moreover, biologiealous
systems were a source of inspiration for artificialral network models. In other words, biologicalron was a model
for the artificial neuron. The neural network oéthuman brain has the ability to learn. The esakatiit of the biological
nervous system is the neuron. In addition, the iteslogy artificial itself is built on the idea thateural networks are
basically implemented in computer programs, progrdimt are able to cope with the large number ohptexe

calculations required during the learning process.

Currently, theoretical and practical studies oifieidl intelligence and neural computation playiexportant role
in scientific research. The concept of artificiaglunal network disseminates multidisciplinary reshaso generates a very
high interest. A computational perspective suggsegisificant impact of recent research efforts mles to achieve
increasingly precise resultartificial neural network can actually be treatesliaformation processing systemih a very
high capacity.

The analysis of financial time series implies thastence of certain intrinsic characteristiksown in the
literature as stylized factsligh dimensional financial data have very unpretiietand deterministically chaotic behavior.
Thus, behavioral traits such asnditional heteroscedasticignd serial correlations significant influence tlded of
obtaining financial market predictions by a vergthaccuracy. Tsay (2005) suggested that artifinéalral networks have
also been applied to explore the nonlinearity itinge series based on nonparametric methods. Moreaveaspect
empirically demonstrated is that asset volatiligy,in the case of stock market return series,ois straightforwardly

perceivablesuch as the issuance of this observation is qoitgticated.

In recent past, particular multi-disciplinary amdeirdisciplinary research are included increasimgbre often in
financial approach based on complex methodologg @blprovide improved accuracy results. Traditiqmadadigms are
rather unsuitable regarding decisions making pbtased on noisy data requiring intensive compuginch as pattern
recognition. Therefore, the artificial neural netk® field has expanded considerably and developdte gelevant

practicability in financial modeling and forecagti(Biriu, Ehsanifar and Mohammadi, 2013).

According to Eluyode and Akomolafe (2013) artificizeural networks establish an alternative complitab
paradigm and it consist of multitudinous intercarted processing elements that simultaneously foncim order to
provide a solution for specific problems. Furtherejofrom a conceptual point of view, artificial malinetworks are
characterized by the fact that can cover very ldiagabase, simultaneously process it and afteptioaide accurate output

such as the human brain mechanisms.

In an attempt to further dissemination, the prattiwocedure of forecasting financial time seriemlves the use
of econometric software. The Matlab (Matrix Laborg) provides a variety of programs designed taatereartificial
neural networks, ie Matlab’s Neural Network Toolbéxccording to MathWorks, Inc. (official web sit&)eural Network
Toolbox™ provides functions and apps for modelimgnplex nonlinear systems that are not easily madelgh a
closed-form equation. Moreover, Neural Network Tmod supports supervised learning with feedforweadjal basis, and
dynamic networks. It also supports unsupervisedrnleg with self-organizing maps and competitive desy
The applicability of these tools is very wide andludes data fitting, pattern recognition, clustgritime-series prediction,

and dynamic system modeling and control.
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Figure 1: MATLAB Neural Networks Toolbox
CONCLUSIONS

Financial time series analysis is a highly empiridscipline which offered an interdisciplinary appch to
modern finance. Artificial neural networks haveoatstanding ability to process and obtain conckusinformation based
on rather complicated or imprecise financial datdes. Conventional statistical methods and aidificeural networks are
commonly used for financial time series predicti@onsistent empirical evidence highlighted the fiat classical
statistical models are quite inaccurate and impeetthan modern methods such as neural computadisedion artificial
intelligence. Artificial neural networks represemn-linear models that can be trained in orderdeniify and extract

information on financial patterns based on seledstd series.
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